


Parallel program ing Next few weeks

-
.

• Shared memoryprogrammingwith open MP .

• Distributed memory
programming

.

• today Some basic notation and introduction

to concepts in parallel programing .

• Note : We will not cover everything but focus

on the things we need for projects .

• We will not talk very much about parallelism
at the hardware level

.



Example : Squares are
DATA

Circles are TASKS

DA tasks operate on Data
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Dataparam
• Any parallelism Hub grows with the size of data set

.

• The more date the more tasks can be used
.

Example ?
• Operations on the date may be same or different .

• This is a great kind of parallelism as it scdes=
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Functional parallelism ( decomposition ) |
Examples ?

Assign tasks to different functions -

.
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Can only scale up to a constant factor .



Data parallelism is often regular parallelism

Ex mwfrrx - vector multiply for dense matnrx

It can be irregular like for sparse matrices

• Regula : Easy to predict date dependence

easy to load balance

Irregular : Hander to load balance
.



Machine models (
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Flynn 's Taxonomy Classification of parallel comp .
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Performance metric

÷
Tintin
Time to complete task TE

should be reduced by parallelism .
(Example )

Throughout : Work completed per time unit

Might not decrease the time for a Singh work unit .

( example ? )



Speedup How much faster your
code is in parallel

-
-

Compared to the fastest serial Codie
.

Slp ) = Tserral / TIP )
,

Execution on p cores

Thronghpdlp)/ThronghputinserrWhwt
can limit speedup ?

• Load Imbalance

• Serial work

• Resources



tfficcy ; Tse.ie/lPTcp1)=ECP )

S/p = ECP )
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Scalability

Strong (Fixed size ) Scaling : Fix problem size

TCP ) vs P

Weak ( Iso granular) Sealing : Fixed worn per Poe .

Tcp) vs P



Amdahl5Law_ ; Speedup is limited by serial fraction
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Gustafson 's Law
-

Scaling up
the workload many problems can

make use of parallelism with much larger

Speedup then predicted by Amdahl Claw

S ( P) = P - dlpt )
L Non - parallel

'

Z able

tfhis
is typically true forms .

( Date parallelism )




